Representative Sample of NSWC NMCI Concerns

Connectivity

Local "non-NMCI" network requiring connectivity for various types of networkable tactical hardware devices.  The network connection hardware is often of a unique design, based on MIL-STD connectors and protocols that are different than those found in commercial equipment.  Often, un-manned microprocessor-based network devices are connected to this subnetwork to provide a simulated network environment.  These simulations are required for a many tactical devices that undergo software design changes to their I/O (low level interface) processing.  A large part of the Branch or Department workload is comprised of design and modification of the software functions that send and receive networked data. This interaction occurs during these tactical device's I/O port operations with other devices via the network.   These devices DO NOT and CAN NOT utilize the dynamic IP address assignment scheme found in the NMCI environment.  These devices DO NOT and CAN NOT use the conventional "wall-plug" network jacks.  The systems require local control on all network addressing and configuration.  NMCI does not provide services for this type equipment.  If each workstation within the COI requires a public routable IP address then each would require a separate attachment to the COI.  The single wall plug at the front end of a masqueraded network would not be an option as multiple, routable IP addresses are involved each requiring a separate CLIN 38H and the CLIN 32 for external connectivity. 

Local Non-NMCI Networks

Need to have the capability to use local non-NMCI networks to do all the real-time and proprietary standard which NMCI does not provide.

Open Systems

The current S&T environment provides integrated IP, ATM, and proprietary protocol support.  NMCI, however, is designed as a standard environment and does not provide the capability to support proprietary protocols.  

Specific Compatibility Issues.  The design, compilation, management, and tracking of the software builds integral to the mission of this Branch require us to connect our unix workstations to this same network.  These systems all use real-time posix compliant operating systems that are compatible with the deployed tactical equipment.  Most use HP-UX, Solaris, VME, and various Unix hybrids like Linux, Posix, and RT versions.  License Manager software is used to control access to specialized software analysis tools, which require “routable class C address” verification to determine if access is permitted.  NMCI uses “dynamic address assignment” and typically only issues addresses in the Non-routable “private address” range.  Our license management software will not allow these address addresses to be used.  If the software was designed to accept private addresses, the same license could be installed on multiple subnets, which would defeat the products intended purpose.

For this reason the licensing software is designed to disallow access, and would not be usable within NMCI's default addressing scheme.  The only alternative would be to re-purchase our existing Class C address space via a VPN solution.  

Local "non-NMCI" network requires bi-directional connectivity to the commercial Internet for the successful completion of our mission.  Updates and operational information related to our Operating systems, and COTS equipment that is used in conjunction with the tactical devices are usually available via the Internet.  Navy requirements for IAVA’s and known vulnerabilities are applied as required.  We currently operate our own firewall that exceeds all Navy Boundary 1 requirements, even within areas where a Boundary 2 firewall is acceptable.  Having controlled access at our software facility has given us the ability to provide services “on demand” to our customers without compromise to security.  All terminal sessions from external networks are established using SSL authentication and/or SSH clients.   We currently use encryption keys assigned by local DAA / ISSM.   We’ve often performed direct port-to-port data stream transfers using locally developed protocols to move test data from the field to our local site.

NMCI does not provide for this type of connectivity or use of these protocols, and could not provide the level of security combined with level of service that we currently own.  

Previous proposals by NMCI for "similar services" ranged from an estimated $8K to $10K per month for connectivity to internet limited to outbound connections only, and no interaction with other NMCI networked devices.

Cost related issues:

NMCI is a MS Windows 2000 only environment.  The S&T community has mission requirements that have computing, networking and connectivity requirements that are not compatible with this environment.  These computing and networking requirements are currently provided by the existing infrastructure.  The concern is increased costs of operating & maintaining a separate S&T network over the projected NMCI cost.

Cost comparisons to date have compared current actual costs against existing seat costs.  It is uncertain if additional items such as unpriced CLINs, software, peripherals, S&T connectivity requirements, etc. have been adequately factored in (based on available pricing, CSS is projecting a 50% + increase in cost to provide equivalent capability).

NMCI machines that require connectivity to "non-NMCI" networks will require at least a Boundary 2 firewall. There is no pricing as yet on this Boundary 2 (!) and no guarantee that the whole burden will be passed on to the Activity.

Competitiveness

The current infrastructure quickly responds to evolving mission requirements.  It took almost a year to get the current set of NMCI S&T CLINs issued.  The nature of NWCF work precludes the ability to have long lead times to develop and implement new technology in support of evolving mission requirements.

NMCI is stove-piping IT design and architecture. IBM and SUN are currently putting the Linux Operating System on their servers. The Government needs a system that can take advantage of innovation, technology insertion, and cost savings.

Our ability to compete is highly dependent on our response time and our ability to quickly implement emerging technologies, which may not be compatible with NMCI.

Legacy Systems/COIs

Tactical systems require a real-time operation system like Unix not Microsoft NT//98/2000/ME/XP.

Tactical systems require real-time hardware like a SUN Sparc processor or a VME card.

Tactical systems require a development environment and infrastructure that is supportive, efficient, and can take advantage of new technology in a timely fashion dictated by project schedule.

Possibly going away – We can’t get rid of legacy systems, because numerous testing, timing, rehosting. Recertification WSSERB.  Joint operations are mostly non-microsoft based.

ISO (and de facto) Standards

NMCI does not address the problem of non-Microsoft standards, such as DII COE. If a Tactical System is DII COE certified it might or may not run on the NMCI network.  Other concerns are middleware Corba/DCOM standards and the ability to play in a distributed object environment.

Peripherals

NMCI does not support Tactical System external peripherals like the VME chassis and interface cards.

ReHosting 

In order to make all legacy Tactical systems run on NMCI they would need to be re-coded, re-certified, and have their hardware changed. The cost would be astronomical. This assumes that somehow you are able to get real-time access from a Microsoft OS.

Real Time Information coming very fast with requirements for near zero latency.

Certification of tactical system software can be prohibitive expensive and could make us non-competitive. 

Certification – What happens if the vendors refuse to certify their own software

How will future applications be certified

Intellectual Property

NSWC has sensitive intellectual property such as applications, algorithms, and processes which if disclosed may affect security, readiness and effectiveness of our mission.

Certification

How does one certify a commercial application if the vendor is not interested in certifying it themselves?  Who's going to pay for it?

How will future applications be certified?  For example, a need is determined that can be satisfied by a commercial app that is not currently certified.  The lengthiness of the certification process may negate a solution from the start.

Program offices are unlikely to be patient or forward looking with regards to the certification of legacy or new apps.  If a Program Office institutes a "NMCI Only" policy in their office out of frustration with the NMCI certification process, it is effectively eliminating possible new or custom developed software from the Warfare Centers.

NMCI is unable to answer questions with regard to certifying legacy applications.  For example, what exactly is the definition of an application under NMCI that requires certification?  What about wrappers, web services, javascripts, cgi-apps, .dll's, .lib's, etc.?

Non-Navy Users

The current S&T environment supports non-Navy users.  As it stands right now, the only access information within the NMCI environment is via an NMCI seat.  Many industry partners, academia, and Navy programs will be unable to afford the cost of meeting this requirement.

Many working capital activities have non-Navy DoD and non-DoD customers.  Questions have been asked about how these connectivity and communication requirements will be met, with no answer to date.

It is unclear how compatible NMCI is with Joint and NATO connectivity and communication requirements.

Non-NMCI remote access has been promised, but apparently technical and security issues remain unresolved.  This is a major productivity and cost concern.

